The first measure of central location is the usual average that is familiar to everyone. In the formula in the following definition we introduce the standard summation notation \( \Sigma \), where \( \Sigma \) is the capital Greek letter sigma. In general, the notation \( \Sigma \) followed by a second mathematical symbol means to add up all the values that the second symbol can take in the context of the problem. The statistical theory defines a statistic as a function of the sample data where the function itself is independent of the sample's distribution. Therefore, Statistics is associated with collecting, classifying, arranging and presenting the numerical data related in some context. It also allows us to interpret many results from it and forecast many possibilities for further applications. Using statistics, we can find various measures of central tendencies and the deviation of different values from the center. The formula in statistics: For almost all statistical computations, the basic concept one can use the definition (1) formula (1.10) to derive the density function \( f_k(x) \) of the \( t(k) \) distribution. It is given by the formula: (1) \( \Gamma ((k + 1)/2) f_k(x) = \frac{\Gamma((k + 1)/2, x \Delta \delta)}{\Gamma((k + 1)/2)}, \quad x \Delta \delta \in \mathbb{R} \), where \( \Gamma \) denotes the classical gamma function defined by \( \Gamma \lambda = \int_0^\infty x^{\lambda - 1} e^{-x} dx, \lambda > 0 \). (1.12) Fig. Not to distract from the objective of this book, we refrain from presenting examples here. They can be found in essentially any introductory statistics textbook. We shall implement the maximum likelihood estimation procedure in the case of GEV (General Extreme Values) distributions and GPDs (General Pareto Distributions) of crucial importance to us later in Chap. "Although All of Statistics is an ambitious title, this book is a concise guide, as the subtitle suggests. I recommend it to anyone who has an interest in learning something new about statistical inference. There is something here for everyone." The American Statistician, May 2005. Presuming no previous background in statistics \& this certainly would be my choice of textbook if I was required to learn mathematical statistics again for a couple of semesters." (Eric R. Ziegel, Technometrics, Vol. 46 (3), August, 2004). The author points out that this book is for those who wish to learn probability and statistics quickly \& this book will serve as a guideline for instructors as to what should constitute a basic education in modern statistics. It introduces many modern topics \&".