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The papers in this issue present a series of comparative studies of language processing and language development across clinical populations, including studies in the earliest stages of language development, as well as aspects of grammar, narrative, and verbal memory across the elementary school years. The populations covered include “late talkers,” children with congenital injuries to either the left or right hemisphere, children with Williams Syndrome, children with Down Syndrome, children with a diagnosis of specific language impairment (behaviorally defined), and a range of typically developing controls for each of these groups.

As Holland points out in her commentary, two of the most surprising findings across these studies include the following.

(1) Despite differences in rate of development, the sequences and error types observed are (with a few interesting exceptions) remarkably similar across these very different clinical groups.

It appears that sequences and error types are determined primarily by the “problem space” posed by a particular language (in this case English), so that virtually all children who enter into this problem space end up behaving in much the same way, albeit at variable rates. Reilly et al. (this issue) suggest a metaphor for results like these: all of these children have undertaken a journey along the same highway, but some of them are in the slow lane, with occasional stops along the road.

(2) Children with well-defined brain injuries of the kind that often lead to aphasia in adults perform within the normal range on most measures once they move into the elementary school years. The populations covered include “late talkers,” children with congenital injuries to either the left or right hemisphere, children with Williams Syndrome, children with Down Syndrome, children with a diagnosis of specific language impairment (behaviorally defined), and a range of typically developing controls for each of these groups.
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(3) Despite claims to the contrary (especially in the popular press), children with Williams Syndrome are not language savants. Their performance on the language tasks represented in this special issue is usually solidly linked to mental age, and often resembles performance by children with language impairments.

The latter finding is especially surprising, in view of claims by some investigators (e.g., Piattelli-Palmarini, 2001; Pinker, 1994; Smith & Tsimpli, 1995) that Williams Syndrome and SLI represent a double dissociation or “mirror image” relationship between language and non-verbal cognition (i.e., Language < Cognition in Williams; Language < Cognition in SLI). For example, Piattelli-Palmarini (2001) claims that “Children with Williams Syndrome have barely measurable intelligence,” but “an exquisite mastery of syntax and vocabulary,” even though they supposedly are “unable to understand even the most immediate implications of their admirably constructed sentences” (p. 887). Based on the putative double dissociation between Williams Syndrome and SLI, Smith and Tsimpli (1995) conclude that “It is no longer plausible to talk of “cognitive prerequisites” for language. This has been apparent on the basis of many studies, especially of Williams Syndrome” (p. 190). Results presented in this special issue are at odds with these rather strong conclusions.

To be sure, some qualitative differences between groups do emerge here and there within this special issue. For example, in the Marchman, Saccuman and Wulfeck paper on generation of past tense markings, overall performance on this grammar task was strongly tied to receptive vocabulary age (on the Peabody Picture Vocabulary Test), regardless of age or clinical group. However, children with SLI did produce a significantly larger number of zero-marking errors, compared with controls or children with FL. Interestingly, Marchman has observed a similar propensity toward zero-marking errors in earlier studies of children who are now in the normal range even though they started out as “late talkers” (Marchman, 1997, 1999). Conversely, children who take off quickly in the first stages of vocabulary development tend to produce a higher proportion of substitutions and overgeneralizations on the past tense task, even though they have moved back toward the mean in their overall rate of development. So it appears that a child’s position on a continuum of omission → substitution errors may be determined by overall rate and style of language development. This raises the possibility that children with SLI produce more zero errors for reasons that are linked to rate of development, a by-product of their clinically significant delays but one that should not be viewed as a special clinical marker of SLI.

In their paper on verbal learning and memory, Nichols and colleagues also observe some subtle qualitative differences among children with SLI, children with focal brain injury, and children with Williams Syndrome or Down Syndrome. For example, children with Williams Syndrome performed poorly on the long-term memory component of the verbal learning task, but the same children performed well in the short-term memory components of the same task. This finding is compatible with studies by other investigators suggesting strengths in auditory short-term memory within this group (Vicarei, Brizzolara, Carlesimo, Pezzini, & Volterra, 1996; Wang & Bellugi, 1994). Such results raise the possibility that group differences in language may be secondary to differences in the processing dimensions that are important (perhaps crucial) for language, but not specific to language.

Of the “three surprises” laid out in this volume, the first result (qualitative parallels across clinical groups) underscores the importance of interpreting clinical symptoms with reference to the communicative and cognitive problems that all these children are trying to solve in the course of language learning. The second result (developmental progress in all clinical groups, but especially marked progress and recovery in the FL group) testifies to the role of behavioral and neural plasticity in language learning. Learning “sculpts” the brain, and in the case of children with unilateral injuries to what is (we may presume) an otherwise normal brain, the mechanisms that support learning in healthy children are apparently sufficient to support the development of normal language abilities in the face of early injury. So why do we not see the same degree of recovery in children with SLI, Down Syndrome, or Williams Syndrome? Presumably because (as Holland also states) children in the latter groups are delayed in language because of neurological impairments that are either so broadly distributed (bilateral and pervasive) that there is not enough healthy tissue to go around, or else located in “gate-keeper” systems that modulate activity all over the brain (e.g., cerebellar or subcortical structures that are crucial for the acquisition of language).

The relative sparing of auditory short-term memory in Williams Syndrome suggests a broader conclusion: specific profiles of sparing or impairment within language may reflect one or more deficits in information processing that have specific (and sometimes contrasting) consequences for language—even though they are not restricted entirely to the language domain (e.g., a relative sparing of auditory perception and auditory short-term memory in Williams Syndrome, despite mental retardation, and associated deficits in long-term memory).

All of these results have implications for future research in communicative disorders, in three directions. First, to increase our understanding of those linguistic symptoms that are common across clinical groups, it may be useful to conduct studies in which typically developing children are asked to process words and sentences under “stressed” processing conditions.
An analogous strategy has been adopted in several recent studies of linguistic symptoms in adults with aphasia (Blackwell & Bates, 1995; Dick et al., 2001; Miyake, Carpenter, & Just, 1994). In all these studies, common findings regarding points of vulnerability in word and sentence processing by aphasic patients have been induced in normal adults who are forced to process words and sentences under adverse processing conditions. Of particular interest here, specific-looking deficits in grammatical morphology and/or complex syntax can be induced in normal adults under a range of conditions, including temporal compression of visual or auditory stimuli (to simulate limits in speed of information processing), filtering and/or superimposed noise (to simulate limits in the “bottom up” integrity of perceptual input), or cognitive overload (to simulate limits in attention and/or working memory). I am not suggesting that all linguistic symptoms can be simulated simply by placing the normal system under stress. However, it will be useful and informative to determine which symptoms do reflect breakdowns in the normal system, and which symptoms represent qualitative variations or deviations that are never observed in healthy speaker/listeners, under any circumstances. The “simulation of aphasia” strategy that has worked so well in research on adults could be fruitfully extended to studies of word and sentence processing in children.

Second, to increase our understanding of both plasticity and limits on plasticity, we need more longitudinal studies of development and change across the period in which language is typically acquired. This will give us information about the processes or mechanisms that are employed in language learning, as opposed to a static characterization of linguistic products. Even more important, the study of language-as-a-moving-target may also lead to improved programs for intervention and rehabilitation in those children who are falling behind when they are left on their own.

Third and finally, I believe we may have to face up to the possibility that the causes of language impairment are not located inside the language system. In the last few decades, the popular press and much of the academic world has been engaged in a hot pursuit of genes for grammar, instincts for language, and special and separate neural mechanisms or “organs” for phonology, semantics and morphosyntax. It has been suggested that the brain is like a Swiss Army knife, filled with specialized tools, each intricately designed for a specific job (Duenwald, 2002; Horgan, 1995; Pinker, 1994). But the Swiss Army knife may not be the right metaphor for the way that our brains have evolved to acquire language, culture and technology. As my colleagues and I have suggested elsewhere (Bates, 1999; Bates, Benigni, Bretherton, Camaioni, & Volterra, 1979; Elman et al., 1996), language may be a new machine that Nature has constructed out of old parts.

To replace the Swiss Army knife, I would like to suggest that we consider the giraffe’s neck. The giraffe has a specialized organ that permits it to eat leaves from the high branches of a tree. This is possible because of quantitative changes in the general-purpose vertebrate neck plan. And yet the giraffe still uses its neck for the older purposes that necks serve in other species: turning the head with its associated sense organs, sending food down, sending air and blood in both directions. In other words, the giraffe’s neck has kept all of its “day jobs” while adding on a new function, insured by quantitative changes that make the new function possible without placing older functions in peril. The uniquely human capacity for language, culture and technology may have been acquired across the course of evolution by a similar process—quantitative changes in primate abilities that bring about and insure a qualitative leap in cognition and communication.

As an opening bid (or perhaps a down payment) on this “giraffe’s neck” approach to language, Table 1 summarizes some proposed functional infrastructures for language, starting with abilities that are present at birth and extending these (in increasingly complex combinations) across the first 3 years of human life.

The “starter set” in the left-hand column comprises abilities that are present in other primates, but are known to be exquisitely well-tuned in the human infant at birth or shortly thereafter.

1. A peculiar fascination with small objects, evident in visual tracking and in a propensity to manipulate those objects with the hands and mouth.
2. A strong tendency to orient toward social objects (especially human faces and voices).
3. A remarkable capacity for cross-modal perception, i.e., the ability to detect and contemplate spatial and temporal invariants in sound, vision, and tactile stimulation. To offer just one example, when neonates are given two pictures to contemplate (a smooth figure and a jagged figure), and simultaneously given one of two different pacifiers (a smooth pacifier, or a textured, “bumpy” pacifier), they tend to look more often at the visual figure that most closely matches the object that has been placed in their mouths (Meltzoff & Borton, 1979).
4. A brain that has been colonized in utero by the body, organized into sensory and motor maps that already work together with surprising precision, supporting increasingly fine-grained analyses of sensory and motor experience.
5. An impressive amount of computing power, supporting rapid learning.

This is not intended to be an exhaustive list—far more may be required in order to build a human being (Mandler, 1988, 1992). However, if one follows these starter skills in the left-hand column across the next 3 years of life, it is possible to see how these initial skills...
might converge onto later developmental milestones that correlate with the emergence of language, and may indeed be both necessary and sufficient for language development to occur.

Let us consider some of the most important changes that are known to take place during the first 18 months of life, viewed as the emergent products of the “starter skills” listed in the left-hand column.

1. The competition between orientation toward small objects and orientation toward human beings appears to lead human babies into a solution called joint attention. This is a process that is highly developed in our species (Tomasello & Call, 1997), permitting infants and their partners to contemplate the same set of objects and events in the world. This skill first manifests itself in gaze following (between 3 and 9 months), and culminates in both the production and comprehension of pointing and other deictic gestures (between 9 and 18 months) (Butterworth & Jarrett, 1991). Although joint attention is not, strictly speaking, a linguistic skill, it places human children right where they need to be in order to acquire names for things.

2. The infant’s fascination with human beings also intersects with cross-modal perception to permit the emergence of increasingly sophisticated forms of imitation, i.e., reproduction of adult sounds and action, including those actions, gestures and sounds that adults produce with just those objects of interest that the couple has come to share. Again, imitation is not, in and of itself, a linguistic skill. But it is a skill in which human infants outperform all other species on the planet (Visalberghi & Fragaszy, 2002), permitting them to pick up the actions, gestures and sounds that comprise not only language, but also culture and technology.

3. By intersecting cross-modal perception with sensorimotor precision, human infants develop an ability to associate sounds with their meanings. At one year of age, this ability appears to be quite plastic—infants will happily pick up any sound, gesture, word or sign that is reliably associated with objects and events of interest (Namy & Waxman, 1998; Volterra & Erting, 1990). However, by 18 months of age, hearing children have developed a marked preference for word-like sounds (especially if those words follow the phonotactic constraints of the language environment in which they have been bathed—Jusczyk, 1997). In the same vein, deaf children exposed to a signed language show a preference for gestures that “look like” the signs of the language in which they have been raised. Thus, a general-purpose ability to match sounds, gesture and their meanings is sculpted across the first 18 months of life into a device that works very well for language learning.

4. When the above skills are crossed with the huge computational capacities of the human brain, the result appears to be a capacity for rapid statistical induction within and across domains (Gomez & Gerken, 2000; Haith & Benson, 1998; Saffran, Aslin, & Newport, 1996). This capacity has no parallel in other species (although some primate cousins come very close—Ramus, Hauser, Miller, & Morris (2000)).

With high-quality input and ample opportunities for learning, this entwining of non-linguistic skills leads human children into a capacity for language, culture and technology that is truly unique to our species. But the story is not over. Between 18 and 36 months of age, the same skills continue to play into each other, supporting an ever-richer complex of human-specific skills. For example, the combination of joint reference and imitation appears to lead our children into two closely related abilities that are, according to Tomasello and Call (1997), the hallmark of our species: secondary reasoning (i.e., the ability to reason about the thought processes of others, also called “theory of mind”—Gopnik & Meltzoff, 1997; Gopnik, Meltzoff, & Kuhl, 1999) and observational learning (the ability to learn new skills through silent observation of others). In the same vein, the human toddler’s capacity for sound-meaning mapping and rapid statistical induction leads children (albeit gradually, a few steps at a time—Hoff & Naigles, 1999) into a capacity called “fast mapping”—the ability to learn a new word (or non-linguistic marker—Markson & Bloom, 1997) in only one or two trials. Although we are not the only species capable of one-trial learning, we appear to have elevated this kind of “declarative memory” to a level that is quantitatively if not qualitatively unique. This ability has been demonstrated most clearly within the lexical domain (i.e., experimental studies of word learning), but recent studies of grammatical development in the same age range suggest that grammar and the lexicon develop hand-in-hand, manifesting a tight interdependence that is exceptional in its size and robustness (Bates & Goodman, 1997; Marchman, Martínez-Sussmann, & Dale,
Table 2
Developmental language disorders: Hypothesized deficits in the functional infrastructure for language

<table>
<thead>
<tr>
<th>Syndrome</th>
<th>Hypothesized functional deficit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Specific language</td>
<td>Impairments in one or more aspects of information processing (spectral, temporal, attention, and memory overload)</td>
</tr>
<tr>
<td>impairment</td>
<td></td>
</tr>
<tr>
<td>Autism</td>
<td>Impaired social motivation and/or joint attention, with or without overall reductions in computing power</td>
</tr>
<tr>
<td>Williams Syndrome</td>
<td>Impaired cognitive capacity (computing power) with spared auditory processing and spared social motivation</td>
</tr>
<tr>
<td>Down Syndrome</td>
<td>Impaired cognitive capacity (computing power) with impaired auditory processing and spared social motivation</td>
</tr>
<tr>
<td>Early focal brain injury</td>
<td>Mild residual motor deficits, hemisphere-specific visual–spatial deficits, with small (subclinical) reductions in IQ (~5–7 points)</td>
</tr>
</tbody>
</table>

under review). Hence “fast mapping” may be just as important for grammar as it is for vocabulary.

Although I could be wrong, I am willing to go out on a limb here, proposing that the “functional infrastructures” listed in Table 1 may be all that is required for the construction of a “language acquisition device.” None of these skills is unique to language, and indeed they seem to have evolved to permit the acquisition of culture and technology as well as language. But a defect in one or more of these infrastructures could have serious consequences for language learning. In fact, I would like to suggest that deficits in language and cognition might be traced directly back to these functional infrastructures, and the neural substrates that mediate them. If the giraffe’s neck view of our capacity for language is correct, then we may never observe a true case of specific language impairment. If language is impaired in some fashion, then we should always be able to detect at least some subset of non-linguistic skills that are also impaired.

Table 2 presents some speculations about possible non-linguistic causes of the language and cognitive deficits that characterize some of the populations represented in this special issue, as well as another population that we have just begun to study in research group: children with autism spectrum disorders, including autism, pervasive developmental disorders (PDD) and Asperger’s Syndrome. The suggestions in Table 2 are admittedly speculative and they are not original to me or to our group. For example, we are not alone in suggesting that autism spectrum disorders may result from deficits in social orientation (Baron-Cohen, Leslie, & Firth, 1985; Happé & Frith, 1996). In the same vein, so-called SLI may be associated with deficits in one or more domains of information processing that are not specific to language, even though their consequences for language are especially serious (e.g., deficits in perceptual timing, deficits in perceptual grain, deficits in attention and working memory). The contrasts that have been observed to date between children with Williams Syndrome and children with Down Syndrome who are matched for mental age may reflect an important difference between these two groups in the integrity of auditory vs. visual perception and memory (Bates, Thal, Finlay, & Clancy, 2002; Wang & Bellugi, 1994). A similar story may apply to the often transient deficits that we and others have observed in children with early focal brain injury. Non-linguistic deficits can have serious consequences for language, temporarily or on a more protracted basis.

If this approach is correct, then we may need to rethink completely the approach to diagnosis and intervention in communicative disorders that has characterized much of the research in our field up to this point. In my view, this may be the most important lesson to be learned from the papers in this special issue.
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Situated language processing research has examined the effects of rich contextual information (e.g., of world knowledge and of event depictions) on sentence processing using eye movements in scenes and event-related brain potentials (ERPs). From this research we have learned that all sorts of cues, including rich visual contexts, rapidly inform (expectations in) language comprehension. However, what guides (such context effects on) situated language processing is unclear. I will

Language development in humans is a process starting early in life. Infants start without knowing a language, yet by 10 months, babies can distinguish speech sounds and engage in babbling. Some research has shown that the earliest learning begins in utero when the fetus starts to recognize the sounds and speech patterns of its mother’s voice and differentiate them from other sounds after birth. The notions of language interference and transfer put forward by the theories of bilingualism, give useful insights when applied to the modern day educational trends. Language and culture interference is an important aspect to be considered with regard to teaching of plurilingual learners, whose communicative competence is formed on the basis of several linguistic and cultural systems that interact with each other and exert mutual influence. Language development. Quite the same Wikipedia. Just better. It is also suggested that the gender gap in language impairment prevalence could also be explained by the clinical over diagnosis of males. Males tend to be clinically over diagnosed with a variety of disorders.[26].